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#### Abstract

We consider state reconstruction from the measurement statistics of phase space observables generated by photon number states. The results are obtained by inverting certain infinite matrices. In particular, we obtain reconstruction formulae, each of which involves only a single phase space observable.


PACS numbers: $03.65 .-w, 03.67 .-a, 42.50 .-p$

## 1. Introduction

A density operator of a quantum system is determined by any informationally complete set of measurements performed on the system; this means that the state is uniquely specified by the collective outcome statistics of such measurements (see, for instance, [7, 25]). However, this point of view is rather abstract; in practical applications one instead aims to derive explicit reconstruction formulae for the density operator in terms of the empirical distributions in question. Of course, informational completeness of the measurements is necessary for the existence of such reconstruction formulae. In quantum optics one typically uses the set of rotated quadratures $[11,16,19]$, which can easily be measured by homodyne detection [17]. Another option is to use phase space observables. In particular, one can reconstruct the density matrix from the collection of phase space observables generated by number states [20, 28]. The associated distributions are sometimes called displaced photon number distributions, and the entire collection is called photon number tomogram by Manko et al [21,22]. The use of displaced photon number distributions in quantum state reconstruction has also been demonstrated experimentally [3]. The recent progress in the field of quantum state reconstruction has been reviewed in [29].

The purpose of this paper is to use the method of infinite matrix inversion, as in [15], to derive state reconstruction formulae involving the measurement outcome distributions of phase space observables generated by the number states. We consider two different types of
formulae, involving (1) the entire tomogram, and (2) only a single observable. We find one formula of type (2) for each displaced photon number distribution; up to our knowledge, such formulae have previously been obtained only for the observable generated by the vacuum state.

The paper is organized as follows. In section 2 we fix the notations and consider the informational completeness of phase space observables. The relevant results concerning the inversion of infinite matrices are presented in section 3. Section 4 contains the main results of this paper. After presenting the basic properties of the phase space observables generated by the number states and discussing the possibility of measuring the observables, we prove two reconstruction formulae.

## 2. Preliminaries

Let $\mathcal{H}$ be a complex separable Hilbert space and $\{|n\rangle \mid n \in \mathbb{N}\}$ be an orthonormal basis of $\mathcal{H}$ where $\mathbb{N}:=\{0,1,2, \ldots\}$. The basis is identified with the photon number basis, or Fock basis, in the case where $\mathcal{H}$ is associated with the single-mode electromagnetic field. Let $a$ and $a^{*}$ denote the usual raising and lowering operators associated with the above basis of $\mathcal{H}$, and let $N=a^{*} a$ be the self-adjoint number operator. Now the phase shifting unitary operators are $R(\theta):=\mathrm{e}^{\mathrm{i} \theta N}$. Define the shift operator of the complex plane $D(z)=\mathrm{e}^{z a^{*}-\bar{z} a}, z \in \mathbb{C}$, for which the identities $D(z)^{*}=D(z)^{-1}=D(-z)$ and $R(\theta) D(z) R(\theta)^{*}=D\left(z \mathrm{e}^{\mathrm{i} \theta}\right)$ hold. The matrix elements of $D(z)$ with respect to the number basis are

$$
\begin{equation*}
\langle m| D(z)|n\rangle=(-1)^{\max \{0, n-m\}} \mathrm{e}^{\mathrm{i} \theta(m-n)} \sqrt{\frac{\min \{m, n\}!}{\max \{m, n\}!}} \mathrm{e}^{-r^{2} / 2} r^{|m-n|} L_{\min \{m, n\}}^{|m-n|}\left(r^{2}\right), \tag{1}
\end{equation*}
$$

where $z=r \mathrm{e}^{\mathrm{i} \theta}$ and

$$
L_{s}^{\alpha}(x):=\sum_{u=0}^{s} \frac{(-1)^{u}}{u!}\binom{s+\alpha}{s-u} x^{u}
$$

is the associated Laguerre polynomial.
Let $\mathcal{L}(\mathcal{H})$ be the set of bounded operators on $\mathcal{H}$, and $\mathcal{T}(\mathcal{H})$ the set of trace class operators. We let $\|\cdot\|_{1}$ denote the trace norm of $\mathcal{T}(\mathcal{H})$ and the operator norm of $\mathcal{L}(\mathcal{H})$ is denoted by $\|\cdot\|$. When $\mathcal{H}$ is associated with a quantum system, such as the single-mode electromagnetic field, the states of the system are represented by positive operators $\rho \in \mathcal{T}(\mathcal{H})$ with the unit trace, density operators, and each state is fully characterized by the matrix elements $\rho_{m n}:=\langle m| \rho|n\rangle$ with respect to the given basis. The observables are associated with the normalized positive operator measures (POMs) which, in the case of phase space observables, are defined on the Borel $\sigma$-algebra $\mathcal{B}(\mathbb{C})$ of subsets of $\mathbb{C} \cong \mathbb{R}^{2}{ }^{3}$ The measurement outcome statistics of a phase space observable $\mathrm{E}: \mathcal{B}\left(\mathbb{R}^{2}\right) \rightarrow \mathcal{L}(\mathcal{H})$ in a state $\rho$ are given by the probability measure $X \mapsto \operatorname{tr}[\rho \mathrm{E}(X)]$.

For each positive operator $K$ of trace 1 , define the phase space POM $E^{K}: \mathcal{B}(\mathbb{C}) \rightarrow \mathcal{L}(\mathcal{H})$ by

$$
\begin{equation*}
\mathrm{E}^{K}(X):=\int_{X} D(z) K D(z)^{*} \frac{\mathrm{~d}^{2} z}{\pi} \tag{2}
\end{equation*}
$$

where the integral exists in the $\sigma$-weak sense. This measure is covariant in the sense that

$$
D(\alpha) \mathrm{E}^{K}(X) D(\alpha)^{*}=\mathrm{E}^{K}(X+\alpha)
$$

${ }^{3}$ A normalized positive operator measure, defined on a $\sigma$-algebra $\Sigma$ of subsets of a set $\Omega$, is a map $E: \Sigma \rightarrow \mathcal{L}(\mathcal{H})$ which is $\sigma$-additive in the weak operator topology, and has the property $\mathrm{E}(\Omega)=I$ (the identity operator), that is, for which $X \mapsto \operatorname{tr}[\rho \mathrm{E}(X)]$ is a probability measure for each state $\rho$.
for all $X \in \mathcal{B}(\mathbb{C})$ and $\alpha \in \mathbb{C}$. Furthermore, each covariant phase space observable is of the above form [13, 30]. We use the notation $G^{K}$ for the operator density related to $E^{K}$, that is, $G^{K}: \mathbb{C} \rightarrow \mathcal{L}(\mathcal{H}), z \mapsto G^{K}(z)=D(z) K D(z)^{*}$. For a fixed density operator $\rho$, the phase space probability measure associated with $\mathrm{E}^{K}$, i.e. $X \mapsto \operatorname{tr}\left[\rho \mathrm{E}^{K}(X)\right]$, has a density $G_{\rho}^{K}: \mathbb{C} \rightarrow[0, \infty)$, given by

$$
G_{\rho}^{K}(z)=\operatorname{tr}\left[\rho D(z) K D(z)^{*}\right]=\operatorname{tr}\left[\rho G^{K}(z)\right] .
$$

If $K$ is a one-dimensional projection, that is $K=|\psi\rangle\langle\psi|$ for some $\psi \in \mathcal{H},\|\psi\|=1$, we use the notations $\mathrm{E}^{\psi}:=\mathrm{E}^{|\psi\rangle\langle\psi|}, G^{\psi}:=G^{|\psi\rangle\langle\psi|}$ and $G_{\rho}^{\psi}:=G_{\rho}^{|\psi\rangle\langle\psi|}$, respectively.

When reconstructing the state of the system directly from some measurement data, the measured observables are required to distinguish between any two states.

Definition 1. A set $\mathcal{M}$ of observables $\mathrm{E}: \mathcal{B}(\Omega) \rightarrow \mathcal{L}(\mathcal{H})$ is informationally complete, if any two states $\rho$ and $\rho^{\prime}$ are equal whenever $\operatorname{tr}[\rho \mathrm{E}(X)]=\operatorname{tr}\left[\rho^{\prime} \mathrm{E}(X)\right]$ for all $\mathrm{E} \in \mathcal{M}$ and $X \in \mathcal{B}(\Omega)$.

In other words, the informational completeness of a set $\mathcal{M}$ of observables means that the totality of the corresponding measurement outcome distributions determines the state $\rho$ of the system. Clearly, a set $\mathcal{M}$ of observables is informationally complete if and only if $\rho=0$ whenever $\rho$ is a self-adjoint trace class operator with $\operatorname{tr}[\rho \mathrm{E}(X)]=0$ for all $\mathrm{E} \in \mathcal{M}$ and $X \in \mathcal{B}(\Omega)$. If $\mathcal{M}$ consists of a single observable E , we say that E is an informationally complete observable. A covariant phase space observable $E^{K}$ is known to be informationally complete if $\operatorname{tr}[K D(z)] \neq 0$ for almost all $z \in \mathbb{C}$ [2]. As a consequence of this, we obtain the following lemma, which shows that $\mathrm{E}^{K}$ is informationally complete whenever $K$ is a finite matrix. In particular, the observables generated by the number states are informationally complete.

Lemma 1. Let $K$ be a positive operator with unit trace, whose matrix representation with respect to the number basis $\{|n\rangle \mid n \in \mathbb{N}\}$ is finite. Then the covariant phase space observable $\mathrm{E}^{K}$ generated by $K$ is informationally complete.

Proof. Since the matrix representation of $K$ is finite, $K$ can be written as a finite sum $K=\sum_{m, n=0}^{k} K_{m n}|m\rangle\langle n|$. Due to the linearity of the trace, we then have

$$
\operatorname{tr}[K D(z)]=\sum_{m, n=0}^{k} K_{m n}\langle n| D(z)|m\rangle
$$

for all $z \in \mathbb{C}$. According to equation (1), we have $\langle n| D(z)|m\rangle=0$ exactly when

$$
|z|^{|m-n|} L_{\min \{m, n\}}^{|m-n|}\left(|z|^{2}\right)=0
$$

which is a polynomial of $|z|$ of order $m+n$. We thus find that $\langle n| D(z)|m\rangle=0$ for only a finite number of points $z \in \mathbb{C}$, which then implies that

$$
\operatorname{tr}[K D(z)] \neq 0
$$

for almost all $z \in \mathbb{C}$. Hence, $\mathrm{E}^{K}$ is informationally complete.
Consider now an arbitrary covariant phase space observable $\mathrm{E}^{K}$. Let $P_{n}$ be the projection onto the $n$-dimensional subspaces spanned by the vectors $|k\rangle, k=0,1, \ldots, n-1$, that is $P_{n}=\sum_{k=0}^{n-1}|k\rangle\langle k|$. Since $\operatorname{tr}[K]=1$, there exists a smallest natural number $n_{0}$ such that $\operatorname{tr}\left[P_{n_{0}} K P_{n_{0}}\right] \neq 0$. For each $n \geqslant n_{0}$, define the truncated operator $K_{n}=\frac{1}{\operatorname{tr}\left[P_{n} K P_{n}\right]} P_{n} K P_{n}$, where the normalization assures that it is a positive operator of unit trace. According to lemma 1, each observable $\mathrm{E}^{K_{n}}$ is informationally complete. It is a well-known fact that the
sequence $\left(K_{n}\right)_{n \in \mathbb{N}}$ converges to $K$ in the trace norm. For each state $\rho$ and $X \in \mathcal{B}(\mathbb{C})$ we then have

$$
\begin{aligned}
\operatorname{tr}\left[\rho \mathrm{E}^{K_{n}}(X)\right] & =\int_{X} \operatorname{tr}\left[\rho D(z) K_{n} D(z)^{*}\right] \frac{\mathrm{d}^{2} z}{\pi}=\int_{X} \operatorname{tr}\left[K_{n} D(z)^{*} \rho D(z)\right] \frac{\mathrm{d}^{2} z}{\pi} \\
& =\int_{-X} \operatorname{tr}\left[K_{n} D(z) \rho D(z)^{*}\right] \frac{\mathrm{d}^{2} z}{\pi}=\operatorname{tr}\left[K_{n} \mathrm{E}^{\rho}(-X)\right]
\end{aligned}
$$

and similarly for $K$. This then implies that

$$
\begin{aligned}
\left|\operatorname{tr}\left[\rho \mathrm{E}^{K_{n}}(X)\right]-\operatorname{tr}\left[\rho \mathrm{E}^{K}(X)\right]\right| & =\left|\operatorname{tr}\left[K_{n} \mathrm{E}^{\rho}(-X)\right]-\operatorname{tr}\left[K \mathrm{E}^{\rho}(-X)\right]\right| \\
& \leqslant\left\|K_{n}-K\right\|\left\|_{1}\right\| \mathrm{E}^{\rho}(-X) \| \rightarrow 0,
\end{aligned}
$$

as $n \rightarrow \infty$. In this way, the measurement of $E^{K}$ is obtained as a limit of measurements of informationally complete observables. In particular, the measurement of an informationally incomplete observable can be obtained as such a limit.

## 3. Matrix inversion results

In this section we present the relevant results concerning the inversion of infinite matrices. The proofs are given in the appendix. The first result shows that any infinite upper-triangular matrix with nonzero diagonal elements has a formal inverse.

First of all, note that the product of two or more upper-triangular matrices is always a well-defined upper-triangular matrix, in the sense that the matrix elements of the product matrix are well-defined finite sums. To clarify this, consider the matrices $A=\left(a_{m n}\right)_{m, n \in \mathbb{N}}$ and $B=\left(b_{m n}\right)_{m, n \in \mathbb{N}}$, for which $a_{m n}=0=b_{m n}$ for $n<m$. Now the matrix elements of the product matrix are

$$
(A B)_{m, m+l}=\sum_{k=0}^{\infty} a_{m, k} b_{k, m+l}=\sum_{k=m}^{m+l} a_{m, k} b_{k, m+l}
$$

for all $l \in \mathbb{N}$, and $(A B)_{m, n}=0$ for $n<m$. Similarly, any finite product of upper-triangular matrices is well defined. If $C$ is a strictly upper-triangular matrix, that is, the diagonal elements are zeros, then for each $m, l \in \mathbb{N}$ we have $\left(C^{k}\right)_{m, m+l}=0$ when $k>l$. In this way, the infinite series

$$
\sum_{k=0}^{\infty} C^{k}
$$

is well defined in the sense that

$$
\left(\sum_{k=0}^{\infty} C^{k}\right)_{m, m+l}=\sum_{k=0}^{\infty}\left(C^{k}\right)_{m, m+l}=\sum_{k=0}^{l}\left(C^{k}\right)_{m, m+l},
$$

that is, the series reduces to a finite sum for each $m, l \in \mathbb{N}$.
If $A$ is an upper-triangular matrix with unit diagonal elements, then the matrix $(I-A)$ is strictly upper triangular. Thus, the series

$$
\sum_{k=0}^{\infty}(I-A)^{k}
$$

is well defined in the above sense. The following lemma shows that such a series is actually the formal inverse of $A$.

Lemma 2. Let $A=\left(a_{m n}\right)_{m, n \in \mathbb{N}}$ be an upper-triangular infinite matrix with unit diagonal, that is, $a_{m n}=0$ for $n<m$, and $a_{m m}=1$ for all $m \in \mathbb{N}$, and let $B=\left(b_{m n}\right)_{m, n \in \mathbb{N}}$ be a matrix for which $b_{m n}=0$ for $n<m$ and $b_{m, m+l}=\sum_{k=0}^{l}\left[(I-A)^{k}\right]_{m, m+l}$ for all $l \in \mathbb{N}$. Then $A$ and $B$ are formal inverses of each other, that is $(A B)_{m n}=\delta_{m n}=(B A)_{m n}$.

As an immediate consequence, we find the inverse of an upper-triangular matrix with nonzero diagonal elements.

Corollary 1. Let $A=\left(a_{m n}\right)_{m, n \in \mathbb{N}}$ be an upper-triangular matrix with nonzero diagonal elements, and $U=\left(u_{m n}\right)_{m, n \in \mathbb{N}}$ a diagonal matrix with $u_{m m}=a_{m m}^{-1}$. Then A has a formal inverse $B=\left(b_{m n}\right)_{m, n \in \mathbb{N}}$ such that $b_{m n}=0$ when $n<m$ and

$$
b_{m, m+l}=\frac{1}{a_{m+l, m+l}} \sum_{k=0}^{l}\left[(I-U A)^{k}\right]_{m, m+l}=\frac{1}{a_{m, m}} \sum_{k=0}^{l}\left[(I-A U)^{k}\right]_{m, m+l}
$$

for all $m, l \in \mathbb{N}$.
Consider now a finite sequence $\left(c_{n}\right)_{n=0}^{k} \subset \mathbb{C}$ in the above case. Define the sequence $\left(d_{m}\right)_{m \in \mathbb{N}}$ via

$$
d_{m}=\sum_{n=0}^{\infty} a_{m n} c_{n}=\sum_{n=m}^{k} a_{m n} c_{n}
$$

Since $d_{m}=0$ for $m>k$, the sequence is actually finite. Define $\left(c_{n}^{\prime}\right)_{n \in \mathbb{N}}$ via

$$
c_{n}^{\prime}=\sum_{m=0}^{\infty} b_{n m} d_{m}=\sum_{m=n}^{k} b_{n m} d_{m} .
$$

Again, $c_{n}^{\prime}=0$ for $n>k$, and inserting $d_{m}$ into the above equation gives us for $n \leqslant k$
$c_{n}^{\prime}=\sum_{m=n}^{k} \sum_{n^{\prime}=m}^{k} b_{n m} a_{m n^{\prime}} c_{n^{\prime}}=\sum_{m=0}^{k} \sum_{n^{\prime}=0}^{k} b_{n m} a_{m n^{\prime}} c_{n^{\prime}}=\sum_{n^{\prime}=0}^{k}\left(\sum_{m=0}^{k} b_{n m} a_{m n^{\prime}}\right) c_{n^{\prime}}=\sum_{n^{\prime}=0}^{k} \delta_{n n^{\prime}} c_{n}^{\prime}=c_{n}$
since $n^{\prime} \leqslant k$. This then implies that when restricted to the vector space of finite sequences, the linear mappings corresponding to the matrix and its formal inverse are inverse mappings of each other.

The second lemma deals with a special case of an upper-triangular matrix, namely one that is also an infinite-dimensional Toeplitz matrix. That is, for all $l \in \mathbb{N}$, the $l$ th diagonal elements $a_{m, m+l}, m \in \mathbb{N}$, do not depend on $m$. It turns out that the formal inverse $\left(b_{m n}\right)_{m, n \in \mathbb{N}}$ is also an upper-triangular Toeplitz matrix. In this case we also find a sufficient condition for inverting the relation

$$
d_{m}=\sum_{n=0}^{\infty} a_{m n} c_{n}
$$

where $\left(c_{n}\right)_{n \in \mathbb{N}}$ is an infinite sequence, as

$$
c_{n}=\sum_{m=0}^{\infty} b_{n m} d_{m}
$$

Lemma 3. Let $l \in \mathbb{N}, l \geqslant 1, a_{0}, a_{1}, \ldots, a_{l} \in \mathbb{C}, a_{0} \neq 0$, and define the matrix $A=\left(a_{s n}\right)_{s, n \in \mathbb{N}}$ for which $a_{s n}=a_{n-s}$, when $s \leqslant n \leqslant s+l$, and $a_{s n}=0$ otherwise. Let $B=\left(b_{n s}\right)_{n, s \in \mathbb{N}}$ be the formal inverse of $A$.
(a) There exists a unique sequence $\left(b_{u}\right)_{u \in \mathbb{N}} \subset \mathbb{C}$ such that $b_{n s}=b_{s-n}$ when $s \geqslant n$.
(b) Let $\left(c_{n}\right)_{n \in \mathbb{N}} \subset \mathbb{C}$ and define the sequence $\left(d_{s}\right)_{s \in \mathbb{N}}$ via $d_{s}=\sum_{n=0}^{\infty} a_{s n} c_{n}$. Suppose that for a given $n \in \mathbb{N}$, the condition $\lim _{m \rightarrow \infty} a_{k-n} b_{m-k} c_{m}=0$ is satisfied for $k=n+1, \ldots, n+l$. Then

$$
c_{n}=\sum_{s=0}^{\infty} b_{n s} d_{s}
$$

## 4. Phase space observables generated by the number states

For each $s \in \mathbb{N}$, let $G^{|s\rangle}:[0, \infty) \times[0,2 \pi) \rightarrow \mathcal{L}(\mathcal{H})$ be the operator density associated with the phase space observable generated by the number state $|s\rangle\langle s|$, i.e. $G^{|s\rangle}(r, \theta)=$ $D\left(r \mathrm{e}^{\mathrm{i} \theta}\right)|s\rangle\langle s| D\left(r \mathrm{e}^{\mathrm{i} \theta}\right)^{*}$. For any state $\rho$, let $G_{\rho}^{|s\rangle}(r, \theta):=\operatorname{tr}\left[\rho G^{|s\rangle}(r, \theta)\right]$ be the corresponding probability density ${ }^{4}$. The informational completeness of the corresponding observable

$$
\mathcal{B}(\mathbb{C}) \ni Z \mapsto \mathrm{E}^{|s\rangle}(Z)=\int_{Z} D(z)|s\rangle\langle s| D(z)^{*} \frac{\mathrm{~d}^{2} z}{\pi} \in \mathcal{L}(\mathcal{H})
$$

follows directly from lemma 1, and thus the reconstruction of the state is, in principle, possible from the measured distribution.

The matrix elements of the operator density $G^{|s\rangle}$ with respect to the number basis are

$$
\langle n| G^{|s\rangle}(r, \theta)|m\rangle=\mathrm{e}^{\mathrm{i} \theta(n-m)} f_{n m}^{s}(r)
$$

where

$$
f_{n m}^{s}(r):=\langle n| D(r)|s\rangle\langle s| D(r)^{*}|m\rangle
$$

Thus, the probability density $G_{\rho}^{|s\rangle}(r, \theta)=\operatorname{tr}\left[\rho G^{|s\rangle}(r, \theta)\right]$ can be written as

$$
G_{\rho}^{|s\rangle}(r, \theta)=\sum_{m, n=0}^{\infty} \rho_{m n}\langle n| G^{|s\rangle}(r, \theta)|m\rangle=\sum_{m, n=0}^{\infty} \rho_{m n} \mathrm{e}^{\mathrm{i} \theta(n-m)} f_{n m}^{s}(r)
$$

Using equation (1), the explicit form of the functions $f_{n, m}^{s}$ can be written as

$$
\begin{gather*}
f_{n m}^{s}(r)=(-1)^{\max \{0, s-n\}+\max \{0, s-m\}} \sqrt{\frac{\min \{n, s\}!\min \{m, s\}!}{\max \{n, s\}!\max \{m, s\}!}} \\
\times \mathrm{e}^{-r^{2}} r^{|s-n|+|s-m|} L_{\min \{n, s\}}^{|s-n|}\left(r^{2}\right) L_{\min \{m, s\}}^{|s-m|}\left(r^{2}\right) \tag{3}
\end{gather*}
$$

The mapping $\theta \mapsto G^{|s\rangle}(r, \theta)$ is weakly continuous for each $r \in[0, \infty)$, and $\left\|G^{|s\rangle}(r, \theta)\right\|=$ 1 for all $r \in[0, \infty), \theta \in[0,2 \pi)$, so the operator

$$
G_{l}^{|s\rangle}(r):=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} l \theta} G^{|s\rangle}(r, \theta) \mathrm{d} \theta
$$

is well defined as a weak integral. In addition, we have

$$
G_{\rho, l}^{|s\rangle}(r):=\operatorname{tr}\left[\rho G_{l}^{|s\rangle}(r)\right]=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} l \theta} G_{\rho}^{|s\rangle}(r, \theta) \mathrm{d} \theta
$$

for all states $\rho$. A simple calculation gives us

$$
G_{\rho, l}^{|s\rangle}(r)=\sum_{n=0}^{\infty} \rho_{n+l, n}\langle n| D(r)|s\rangle\langle s| D(r)^{*}|n+l\rangle,
$$

for all $r \in[0, \infty)$.
4 The function $(s, z) \mapsto \omega(s, z):=\operatorname{tr}\left[\rho G^{|s\rangle}(z)\right]$ is also known as the photon number tomogram [21, 22], that is, the tomogram is identified with the collection of probability densities $G_{\rho}^{|s\rangle}, s \in \mathbb{N}$.

The probability distributions $G_{\rho}^{|s\rangle}$, also known as displaced photon distributions, are closely related to the $\lambda$-parametrized phase space quasiprobability distributions, first presented by Cahill and Glauber [8, 9]. To clarify this, let us recall the definition of these distributions. For each $\lambda \in \mathbb{C},|\lambda|<1$, define the operator density $W^{\lambda}:[0, \infty) \times[0,2 \pi) \rightarrow \mathcal{L}(\mathcal{H})$ by

$$
W^{\lambda}(r, \theta):=(1-\lambda) \sum_{k=0}^{\infty} \lambda^{k} D\left(r \mathrm{e}^{\mathrm{i} \theta}\right)|k\rangle\langle k| D\left(r \mathrm{e}^{\mathrm{i} \theta}\right)^{*},
$$

and the corresponding probability density $W_{\rho}^{\lambda}$ by $W_{\rho}^{\lambda}(r, \theta)=\operatorname{tr}\left[\rho W^{\lambda}(r, \theta)\right]$. It is clear from these definitions that, indeed, one has

$$
W_{\rho}^{\lambda}(r, \theta)=(1-\lambda) \sum_{k=0}^{\infty} \lambda^{k} G_{\rho}^{|k\rangle}(r, \theta)
$$

To obtain the displaced photon distributions from the $\lambda$-distribution, we first note that

$$
\left.\left|G_{\rho}^{|k\rangle}(r, \theta)\right|=\left|\langle k| D\left(r \mathrm{e}^{\mathrm{i} \theta}\right)^{*} \rho D\left(r \mathrm{e}^{\mathrm{i} \theta}\right)\right| k\right\rangle \mid \leqslant\|\rho\| \leqslant\|\rho\|_{1}=1
$$

for all $r \in[0, \infty), \theta \in[0,2 \pi)$, which follows from the Cauchy-Schwarz inequality. This then implies that $(1-\lambda)^{-1} W_{\rho}^{\lambda}(r, \theta)=\sum_{k=0}^{\infty} \lambda^{k} G_{\rho}^{|k\rangle}(r, \theta)$ is a power series with respect to $\lambda$, converging absolutely for all $\lambda \in \mathbb{C},|\lambda|<1$, implying that the series can be differentiated around the origin term by term. A direct calculation now gives us
$\left.\frac{1}{s!} \frac{\partial^{s}}{\partial \lambda^{s}}\left((1-\lambda)^{-1} W_{\rho}^{\lambda}(r, \theta)\right)\right|_{\lambda=0}=\left.\frac{1}{s!} \sum_{k=0}^{\infty} \frac{\partial^{s} \lambda^{k}}{\partial \lambda^{s}}\right|_{\lambda=0} G_{\rho}^{|k\rangle}(r, \theta)=G_{\rho}^{|s\rangle}(r, \theta)$,
since $\left.\frac{\partial^{s} \lambda^{k}}{\partial \lambda^{s}}\right|_{\lambda=0}=s!\delta_{s k}$.
These of course give us, at least in principle, the possibility of constructing either of the distributions from the other. In a recent paper [15], rigorous proofs for two reconstruction formulae for the $\lambda$-distributions were given. In view of this, the knowledge of all of the distributions $G_{\rho}^{|s\rangle}, s \in \mathbb{N}$, allows state reconstruction via a detour.

### 4.1. Measuring the displaced photon distributions

We will now review the possibility of measuring the $G^{|s\rangle}$-distributions with an eight-port homodyne detection scheme. For a basic reference concerning the setup, see e.g. [17]. In [14] a rigorous proof was given for the fact that with this scheme, any covariant phase space observable can be obtained as a high amplitude limit. The detector consists of two pairs of photon detectors and the amplitude-scaled photon differences $D_{1}$ and $D_{2}$ are measured. Four input modes are involved: the signal mode, a vacuum mode, a local oscillator in a coherent state and a parameter mode which defines the observable to be measured. If the parameter mode is in a state $S$, then the phase space observable $\mathrm{E}^{C S C^{-1}}$, where $C$ is the conjugation map $\psi \mapsto(x \mapsto \overline{\psi(x)})$, can be obtained as the high amplitude limit (see [14]).

The first obvious way to measure the $G^{|s\rangle}$-distributions is the direct measurement in the sense of the above limit. However, this requires ideal detectors, and the parameter field needs to be prepared in a number state $|s\rangle\langle s|$. The preparation of the number state is highly nontrivial and is by itself an active area of research. Several theoretical models, mostly in the context of cavity quantum electrodynamics, for the preparation of an arbitrary number state have been proposed (see e.g. [4-6, 12]). Even though this gives a theoretical method for measuring the distributions, it is not a practical one since the preparation procedures work only for small photon numbers. To avoid the problem of number state preparation, we consider an alternative point of view.

Consider the measurement of the $Q$-function of the electromagnetic field by means of the above experimental setup. In this case the parameter field is in the vacuum state $|0\rangle\langle 0|$. If the detectors are nonideal, with a detection efficiency $\eta$ each, the measured distribution is actually the $\lambda$-parameterized distribution, with $\lambda=1-\eta[10,18]$. Suppose now that the detector efficiencies are close to unity, that is $\lambda \approx 0$. Then, by adding suitable beam-splitters into the measurement scheme, one is able to measure the distributions corresponding to the parameter $\lambda^{\prime}$, for which $\lambda^{\prime} \geqslant \lambda$. An equivalent scheme would be one where the detector efficiencies could be adjusted. Proceeding in this manner, one obtains a function $\lambda^{\prime} \mapsto W_{\rho}^{\lambda^{\prime}}$. In an ideal situation where $\eta=1$ one could thus differentiate this $s$ times with respect to $\lambda^{\prime}$, and obtain the $G^{|s\rangle}$-distribution according to equation (4). Even in the nonideal case, one can obtain some kind of an approximation for the $G^{|s\rangle}$-distributions, provided that the $\lambda$-dependence of $W_{\rho}^{\lambda}$ is regular enough to allow an extrapolation to the values close to the origin.

We wish to point out that in addition to direct measurements, the displaced photon number distributions can also be reconstructed from the measurement statistics of simple on/off measurements [27]. In fact, this iterative technique has been successively used in an experimental situation [3].

### 4.2. Reconstruction from the set $\left\{G_{\rho}^{|s\rangle} \mid s \in \mathbb{N}\right\}$ of distributions

If one has knowledge of all of the distribution $G_{\rho}^{|s\rangle}, s \in \mathbb{N}$, recovering the diagonal elements of the density matrix is a trivial task. Indeed, by definition one has

$$
G_{\rho}^{|s\rangle}(0)=\operatorname{tr}\left[\rho D(0)|s\rangle\langle s| D(0)^{*}\right]=\langle s| \rho|s\rangle=\rho_{s s}
$$

suggesting that in order to reconstruct the diagonal elements of the state matrix, one needs to measure the observable $\mathrm{E}^{|s\rangle}$ around the origin for all $s \in \mathbb{N}$. The reconstruction of the off-diagonal elements is a more complicated matter.

Let $l \in \mathbb{N}, l \geqslant 1$, so that

$$
G_{\rho, l}^{|s\rangle}(r)=\sum_{n=0}^{\infty} \rho_{n+l, n} f_{n, n+l}^{s}(r),
$$

where the functions $f_{n, n+l}^{s}$ were defined in equation (3). Define a function $g_{l}:(0, \infty) \rightarrow \mathbb{C}$ via $g_{l}(r)=\mathrm{e}^{r^{2}} r^{-l}$. Suppose that $l \leqslant s$. Then the limit $T_{s n}^{l}:=\lim _{r \rightarrow 0}\left(g_{l} f_{n, n+l}^{s}\right)(r)$ exists, because $|s-n|+|s-(n+l)| \geqslant l$ for any $n \in \mathbb{N}, s \geqslant l$, and can easily be computed using the fact that $L_{m}^{\alpha}(0)=\binom{m+\alpha}{m}$; the result is

$$
T_{s n}^{l}= \begin{cases}0, & n<s-l \\ (-1)^{s-n} \sqrt{\frac{(n+l)!}{n!}} \frac{1}{(s-n)!(n+l-s)!}, & s-l \leqslant n \leqslant s \\ 0, & n>s\end{cases}
$$

In addition, assuming $n \geqslant s$ and $r \in(0,1)$, and using the fact that $\left|L_{s}^{n-s}\left(r^{2}\right)\right| \leqslant\binom{ n}{s} \mathrm{e}^{\frac{1}{2} r^{2}}$ [1, p 786, 22.14.12] we get

$$
\left|g_{l}(r) f_{n, n+l}^{s}(r)\right| \leqslant \frac{e}{s!} \sqrt{\frac{n^{s}}{(n-s)!} \frac{(n+l)^{s}}{(n+l-s)!}},
$$

which goes to zero, as $n \rightarrow \infty$. This implies that $\sup _{n \in \mathbb{N}, r \in(0,1)}\left|g_{l}(r) f_{n, n+l}^{s}(r)\right|<\infty$. Since $\sum_{n=0}^{\infty}\left|\rho_{n+l, n}\right| \leqslant 1$, it follows that the series $\sum_{n=0}^{\infty} \rho_{n+l, n} g_{l}(r) f_{n, n+l}(r)$ converges absolutely and uniformly on the interval $(0,1)$. Thus, the limit

$$
\lim _{r \rightarrow 0} g_{l}(r) G_{\rho, l}^{|s\rangle}(r)=\lim _{r \rightarrow 0} \sum_{n=0}^{\infty} \rho_{n+l, n} g_{l}(r) f_{n, n+l}^{s}(r)
$$

may be taken termwise. This gives us the infinite matrix identity

$$
d_{s}^{l}:=\lim _{r \rightarrow 0} g_{l}(r) G_{\rho, l}^{|s\rangle}(r)=\sum_{n=0}^{\infty} T_{s n}^{l} \rho_{n+l, n},
$$

which, in this case, holds for all states $\rho$. Inserting the explicit form of $T_{s n}^{l}$ we obtain

$$
\begin{align*}
d_{s}^{l} & =\sum_{n=s-l}^{s}(-1)^{s-n} \sqrt{\frac{(n+l)!}{n!}} \frac{1}{(s-n)!(n+l-s)!} \rho_{n+l, n} \\
& =\sum_{n^{\prime}=s}^{s+l}(-1)^{s+l-n^{\prime}} \sqrt{\frac{n^{\prime}!}{\left(n^{\prime}-l\right)!}} \frac{1}{\left(s+l-n^{\prime}\right)!\left(n^{\prime}-s\right)!} \rho_{n^{\prime}, n^{\prime}-l} . \tag{5}
\end{align*}
$$

Defining $c_{n}^{l}:=\frac{(-1)^{l}}{l!} \sqrt{\frac{n!}{(n-l)!}} \rho_{n, n-l}$ for $n \geqslant l$ and $c_{n}^{l}=0$ otherwise, and $a_{s n}^{l}:=$ $(-1)^{n-s}\binom{l}{n-s}$, we can write equation (5) as

$$
d_{s}^{l}=\sum_{n=0}^{\infty} a_{s n}^{l} c_{n}^{l}
$$

since $s \geqslant l$. The infinite matrix $\left(a_{s n}^{l}\right)_{s, n \in \mathbb{N}}$ is now of the type considered in lemma 3 with $a_{u}^{l}=(-1)^{u}\binom{l}{u}$. Consider now the sequence $\left(b_{u}^{l}\right)_{u \in \mathbb{N}}$ with $b_{u}^{l}=\binom{u+l-1}{l-1}$, and the infinite matrix $\left(b_{n s}^{l}\right)_{n, s \in \mathbb{N}}, b_{n s}^{l}=b_{s-n}^{l}$. This is an upper-triangular matrix, and we have

$$
\sum_{n=0}^{\infty} a_{s n}^{l} b_{n s}^{l}=\sum_{s=0}^{\infty} b_{n s}^{l} a_{s n}^{l}=a_{n n}^{l} b_{n n}^{l}=\binom{l}{0}\binom{l-1}{l-1}=1
$$

To calculate the off-diagonal elements of the product matrices, let $k \geqslant 1$. Using formula (5) on page 8 of [26], we find that

$$
\begin{aligned}
\sum_{n=0}^{\infty} a_{s n}^{l} b_{n, s+k}^{l} & =\sum_{n=s}^{\infty}(-1)^{n-s}\binom{l}{n-s}\binom{s+k-n+l-1}{l-1} \\
& =\sum_{n^{\prime}=0}^{\infty}(-1)^{n^{\prime}}\binom{l}{n^{\prime}}\binom{k-n^{\prime}+l-1}{k-n^{\prime}}=\binom{k-1}{k}=0
\end{aligned}
$$

For the other case we use formula (5d) on page 10 of [26] to obtain

$$
\begin{aligned}
\sum_{s=0}^{\infty} b_{n s}^{l} a_{s, n+k}^{l} & =\sum_{s=n}^{\infty}(-1)^{n+k-s}\binom{l}{n+k-s}\binom{s-n+l-1}{l-1} \\
& =\sum_{s^{\prime}=0}^{\infty}(-1)^{k+s^{\prime}}\binom{l}{l-k+s^{\prime}}\binom{s^{\prime}+l-1}{s^{\prime}}=(-1)^{l+1-k}\binom{k-1}{k}=0 .
\end{aligned}
$$

Since the lower diagonal elements of the product matrices are zero by definition, we find that $\left(a_{s n}^{l}\right)_{s, n \in \mathbb{N}}$ and $\left(b_{n s}^{l}\right)_{n, s \in \mathbb{N}}$ are formal inverses of each other.

Suppose now that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} m^{\frac{3}{2} l-1} \rho_{m, m-l}=0 \tag{6}
\end{equation*}
$$

for all $l \in \mathbb{N}$. Then the limit condition of lemma 3 is satisfied for each $n \in \mathbb{N}$, since

$$
\begin{aligned}
\left|b_{m-k}^{l} c_{m}^{l}\right| & =\frac{1}{l!} \sqrt{\frac{m!}{(m-l)!}} \frac{(m+l-k-1)!}{(l-1)!(m-k)!}\left|\rho_{m, m-l}\right| \\
& \leqslant \frac{1}{l!(l-1)!} m^{\frac{l}{2}}(m+l-k-1)^{l-1}\left|\rho_{m, m-l}\right| \\
& \leqslant 2^{l-1} m^{\frac{3}{2} l-1}\left|\rho_{m, m-l}\right|
\end{aligned}
$$

for $m \geqslant l$. Under this condition, we then have the convergence

$$
c_{n}^{l}=\sum_{s=0}^{\infty} b_{n s}^{l} d_{s}^{l}=\sum_{s=n}^{\infty} b_{n s}^{l} d_{s}^{l}
$$

or equivalently

$$
c_{n+l}^{l}=\sum_{s=n+l}^{\infty} b_{n+l, s}^{l} d_{s}^{l}
$$

which gives us the reconstruction formula

$$
\begin{equation*}
\rho_{n+l, n}=(-1)^{l} l!\sqrt{\frac{n!}{(n+l)!}} \sum_{s=n+l}^{\infty}\binom{s-n-1}{l-1} d_{s}^{l} \tag{7}
\end{equation*}
$$

where $d_{s}^{l}$ is related to the measurement statistics $G_{\rho}^{|s\rangle}$ by the formula

$$
d_{s}^{l}=\frac{1}{2 \pi} \lim _{r \rightarrow 0} \frac{\mathrm{e}^{r^{2}}}{r^{l}} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} l \theta} G_{\rho}^{|s\rangle}(r, \theta) \mathrm{d} \theta
$$

In principle, one can calculate these quantities from the measured probability density function $G_{\rho}^{|s\rangle}$.

The intuitive idea for the calculations is the following. For a fixed (small) $r$, sample the values of the measured density function for sufficiently many values of $\theta$ in order to numerically calculate the integral in the above expression, and multiply the result by $\mathrm{e}^{r^{2}} r^{-l}$. Then reduce the value of $r$ and repeat the procedure. Proceeding in this way, one should be able to obtain a convergent sequence, which allows the determination of the quantities $d_{s}^{l}$. We wish to point out that if one has the analytic form of the density function $G_{\rho}^{|s\rangle}$, then the limit always exists. However, it is not clear how this is affected when errors caused by e.g. measurement noise and numerics are taken into account.

An obvious disadvantage of this scenario is that the reconstruction requires measurements of all of the observables $\mathrm{E}^{|s\rangle}$. From the practical point of view, this is of course impossible for many reasons. In particular, in the eight-port homodyne detection scheme, for the measurement of $\mathrm{E}^{|s\rangle}$, a parameter field needs to be prepared in the number state $|s\rangle\langle s|$. At the present, this is possible only for small values of $s$. Nevertheless, it might be reasonable to expect that future progress could allow sufficiently large number state preparations, so that the reconstruction would be possible with adequate precision.

Remark 1. Note that condition (6) for a given $l \in \mathbb{N}$ is a sufficient condition for the reconstruction of the $l$ th diagonal of the density matrix. For $l=0$, for example, the reconstruction formula works for all states $\rho$. Condition (6) is nontrivial in the sense that there clearly exist states which do not satisfy it. For example, consider the vector state $\psi=\frac{\pi}{\sqrt{6}} \sum_{n=1}^{\infty} \frac{1}{n}|n\rangle$, in which case (6) is obviously not true for $l \geqslant 2$. It is easy to check that even the weaker sufficient condition, namely the limit condition of lemma 3, is unsatisfied. However, since these conditions are not necessary, it is not clear whether equation (7) still holds.

### 4.3. Reconstruction from a single distribution

If we want to use a single distribution $G_{\rho}^{|s\rangle}$, the reconstruction formula becomes more complicated, and we were not able to satisfactorily solve the convergence issues in the case of an infinite density matrix. Consequently, we will assume in what follows that the matrix is finite. This corresponds to the discussion of section 3 concerning finite sequences.

The reconstruction makes use of the connection to the $\lambda$-parameterized distributions $W_{\rho}^{\lambda}$. It follows from equation (4), that

$$
G_{\rho, l}^{|s\rangle}(r, \theta)=\left.\frac{1}{s!} \frac{\partial^{s}}{\partial \lambda^{s}}\left((1-\lambda)^{-1} W_{\rho, l}^{\lambda}(r, \theta)\right)\right|_{\lambda=0}
$$

for all $l \in \mathbb{N}$. On the other hand, we have for all states $\rho$ and $l \in \mathbb{N}$

$$
W_{\rho, l}^{\lambda}(r):=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} l \theta} \operatorname{tr}\left[\rho W^{\lambda}(r, \theta)\right] \mathrm{d} \theta=\sum_{n=0}^{\infty} \rho_{n+l, n} K_{n, n+l}^{\lambda}(r),
$$

where

$$
K_{n, n+l}^{\lambda}(r)=(1-\lambda) \sum_{k=0}^{\infty} \lambda^{k}\langle n| D(r)|k\rangle\langle k| D(r)^{*}|n+l\rangle .
$$

This series can again be differentiated termwise, and we get

$$
G_{\rho, l}^{|s\rangle}(r, \theta)=\left.\sum_{n=0}^{\infty} \rho_{n+l, n} \frac{1}{s!} \frac{\partial^{s}}{\partial \lambda^{s}}\left((1-\lambda)^{-1} K_{n, n+l}^{\lambda}(r)\right)\right|_{\lambda=0}
$$

The explicit form of the functions $K_{n, n+l}$ is given by the formula of Cahill and Glauber [8]:

$$
\begin{aligned}
K_{n, n+l}^{\lambda}(r) & =\sqrt{\frac{n!}{(n+l)!}}(1-\lambda)^{l+1} \mathrm{e}^{-(1-\lambda) r^{2}} r^{l} \lambda^{n} L_{n}^{l}\left(\left(2-\lambda-\lambda^{-1}\right) r^{2}\right) \\
& =\sqrt{n!(n+l)!} \sum_{u=0}^{n} \frac{(1-\lambda)^{2 u+l+1} \lambda^{n-u} r^{2 u+l}}{(n-u)!(l+u)!u!} \mathrm{e}^{-(1-\lambda) r^{2}}
\end{aligned}
$$

Before proceeding any further, we prove the following lemma.
Lemma 4. Let $k, p, q, s \in \mathbb{N}$ and $x \in \mathbb{R}$.
(a)

$$
\left.\frac{1}{k!} \frac{\mathrm{d}^{k}(1-\lambda)^{p} \lambda^{q}}{\mathrm{~d} \lambda^{k}}\right|_{\lambda=0}=(-1)^{k+q}\binom{p}{k-q},
$$

which is 0 if and only if $k<q$ or $k>p+q$.
(b)

$$
\left.\frac{1}{s!} \frac{\mathrm{d}^{s}(1-\lambda)^{p} \lambda^{q} \mathrm{e}^{\lambda \mathrm{x}}}{\mathrm{~d} \lambda^{s}}\right|_{\lambda=0}=\sum_{k=q}^{\min \{s, p+q\}} \frac{(-1)^{k+q}}{(s-k)!}\binom{p}{k-q} x^{s-k}
$$

which is 0 for all $x$ if and only if $s<q$.
Proof. By direct calculation we get

$$
\left.\frac{\mathrm{d}^{k}(1-\lambda)^{p} \lambda^{q}}{\mathrm{~d} \lambda^{k}}\right|_{\lambda=0}=\left.\sum_{t=0}^{k}\binom{k}{t} \underbrace{\left.\frac{\mathrm{~d}^{t} \lambda^{q}}{\mathrm{~d} \lambda^{t}}\right|_{\lambda=0}}_{=q!\delta_{q, t}} \frac{\mathrm{~d}^{k-t}(1-\lambda)^{p}}{\mathrm{~d} \lambda^{k-t}}\right|_{\lambda=0}
$$

from which (a) follows. Part (b) follows from (a) and the calculation

$$
\begin{aligned}
\left.\frac{1}{s!} \frac{\mathrm{d}^{s}(1-\lambda)^{p} \lambda^{q} \mathrm{e}^{\lambda x}}{\mathrm{~d} \lambda^{s}}\right|_{\lambda=0} & =\left.\left.\frac{1}{s!} \sum_{k=0}^{s}\binom{s}{k} \frac{\mathrm{~d}^{k}(1-\lambda)^{p} \lambda^{q}}{\mathrm{~d} \lambda^{k}}\right|_{\lambda=0} \frac{\mathrm{~d}^{s-k} \mathrm{e}^{\lambda x}}{\mathrm{~d} \lambda^{s-k}}\right|_{\lambda=0} \\
& =\sum_{k=0}^{s} \frac{(-1)^{k+q}}{(s-k)!}\binom{p}{k-q} x^{s-k}
\end{aligned}
$$

Now fix $s \in \mathbb{N}$ and denote $x=r^{2}$. We have two different cases depending on whether $l$ is even or odd. We will start with the even case.

The even case. Suppose that $l=2 h$ for some $h \in \mathbb{N}$. Then, by lemma 4 we obtain

$$
\begin{gathered}
\left.\frac{1}{s!} \frac{\partial^{s}}{\partial \lambda^{s}}\left((1-\lambda)^{-1} K_{n, n+2 h}^{\lambda}(\sqrt{x})\right)\right|_{\lambda=0}=\mathrm{e}^{-x} \sqrt{n!(n+2 h)!} \sum_{u=\max \{0, n-s\}}^{n} \frac{1}{u!(n-u)!(u+2 h)!} \\
\times \sum_{k=n-u}^{\min \{s, u+2 h+n\}} \frac{(-1)^{k+n-u}}{(s-k)!}\binom{2(u+h)}{k-(n-u)} x^{u+h+s-k}
\end{gathered}
$$

For any $t \in \mathbb{N}$, define

$$
H_{2 h}^{s}(t, n):=\left.\left.\frac{\partial^{t}}{\partial x^{t}} \frac{\mathrm{e}^{x}}{s!} \frac{\partial^{s}}{\partial \lambda^{s}}\left((1-\lambda)^{-1} K_{n, n+2 h}^{\lambda}(\sqrt{x})\right)\right|_{\lambda=0}\right|_{x=0}
$$

so that

$$
\left.\frac{\partial^{t}}{\partial x^{t}} \mathrm{e}^{x} G_{\rho, 2 h}^{|s\rangle}(\sqrt{x})\right|_{x=0}=\sum_{n=0}^{\infty} \rho_{n+2 h, n} H_{2 h}^{s}(t, n)
$$

Now

$$
\begin{aligned}
& H_{2 h}^{s}(t, n)=\sum_{u=\max \{0, n-s\}}^{n} \frac{\sqrt{n!(n+2 h)!}}{u!(n-u)!(u+2 h)!} \\
& \times \sum_{k=n-u}^{\min \{s, u+2 h+n\}} \frac{(-1)^{k+n-u}}{(s-k)!}\binom{2(u+h)}{k-(n-u)} \underbrace{\left.\frac{\partial^{t} x^{u+h+s-k}}{\partial x^{t}}\right|_{x=0}}_{=t!\delta_{t, u+h+s-k}} \\
& =\sum_{u=\max \{0, n-s\}}^{n} \frac{t!\sqrt{n!(n+2 h)!}}{u!(n-u)!(u+2 h)!} \frac{(-1)^{s+h+t+n}}{(t-h-u)!}\binom{2(u+h)}{h+s-t-n+2 u} \\
& =\underbrace{\frac{t!\sqrt{n!(n+2 h)!}(-1)^{s+h+t+n}}{(h+t+n-s)!}}_{=0 \text { iff } h+t+n-s<0} \\
& \times \underbrace{\sum_{u=\max \{0, n-s\}}^{\min \{n, t-h\}} \frac{1}{(n-u)!(u-n+s)!}\binom{2(u+h)}{u}\binom{s-n+u}{t-h-u}}_{=0 \text { iff } t-h<0 \text { or } t-h<n-s \text { or } n<t-h-s} .
\end{aligned}
$$

Since $H_{2 h}^{s}(t, n)=0$ if $t<h$ we next assume that $t \geqslant h$ and get

$$
\begin{equation*}
\left.\frac{\partial^{t}}{\partial x^{t}} \mathrm{e}^{x} G_{\rho, 2 h}^{|s\rangle}(\sqrt{x})\right|_{x=0}=\sum_{n=\max \{0, s-h-t, t-h-s\}}^{s-h+t} H_{2 h}^{s}(t, n) \rho_{n+2 h, n} \tag{8}
\end{equation*}
$$

Let $t \geqslant s+h$ and denote $p=t-s-h$. We have

$$
\left.\frac{\partial^{p+s+h}}{\partial x^{p+s+h}} \mathrm{e}^{x} G_{\rho, 2 h}^{|s\rangle}(\sqrt{x})\right|_{x=0}=\sum_{n=p}^{2 s+p} H_{2 h}^{s}(p+s+h, n) \rho_{n+2 h, n} .
$$

Define an upper-triangular matrix $\left(A_{p n}^{s, 2 h}\right)_{p, n \in \mathbb{N}}$ by

$$
A_{p n}^{s, 2 h}:=H_{2 h}^{s}(p+s+h, n), \quad n \geqslant p .
$$

According to corollary 1 , it has an inverse matrix

$$
\left(B_{n p}^{s, 2 h}\right)_{n, p \in \mathbb{N}}
$$

Using this, we get the state reconstruction formula

$$
\begin{equation*}
\rho_{n+2 h, n}=\left.\sum_{p=0}^{\infty} B_{n p}^{s, 2 h} \frac{\partial^{p+s+h}}{\partial x^{p+s+h}} \mathrm{e}^{x} G_{\rho, 2 h}^{|s\rangle}(\sqrt{x})\right|_{x=0} \tag{9}
\end{equation*}
$$

The odd case. If $l$ is odd, that is, $l=2 h+1$ we get

$$
\begin{aligned}
\frac{1}{s!} \frac{\partial^{s}}{\partial \lambda^{s}}\left((1-\lambda)^{-1}\right. & \left.K_{n, n+2 h+1}^{\lambda}(\sqrt{x})\right)\left.\right|_{\lambda=0}=\sqrt{x} \mathrm{e}^{-x} \sqrt{n!(n+2 h+1)!} \\
& \times \sum_{u=\max \{0, n-s\}}^{n} \frac{1}{u!(n-u)!(u+2 h+1)!} \\
& \times \sum_{k=n-u}^{\min \{s, u+2 h+1+n\}} \frac{(-1)^{k+n-u}}{(s-k)!}\binom{2(u+h)+1}{k-(n-u)} x^{u+h+s-k} .
\end{aligned}
$$

For all $t \in \mathbb{N}$, define

$$
H_{2 h+1}^{s}(t, n):=\left.\left.\frac{\partial^{t}}{\partial x^{t}} \frac{\sqrt{x} \mathrm{e}^{x}}{s!} \frac{\partial^{s}}{\partial \lambda^{s}}\left((1-\lambda)^{-1} K_{n, n+2 h+1}^{\lambda}(\sqrt{x})\right)\right|_{\lambda=0}\right|_{x=0}
$$

and calculate

$$
\begin{aligned}
H_{2 h+1}^{s}(t, n)= & \underbrace{\frac{t!\sqrt{n!(n+2 h+1)!}(-1)^{s+h+t+n+1}}{(h+t+n-s)!}}_{=0 \text { iff } h+t+n-s<0} \\
& \times \underbrace{\min \{n, t-h-1\}}_{=0 \text { iff } t-h-1<0 \text { or } t-h-1<n-s \text { or } n<t-h-s-1} \sum_{u=\max \{0, n-s\}}^{(n-u)!(u-n+s)!}\binom{2(u+h)+1}{u}\binom{s-n+u}{t-h-u-1}
\end{aligned} .
$$

Since $H_{2 h+1}^{s}(t, n)=0$ if $t<h+1$ we next assume that $t \geqslant h+1$ and get the infinite matrix identity

$$
\begin{equation*}
\left.\frac{\partial^{t}}{\partial x^{t}} \sqrt{x} \mathrm{e}^{x} G_{\rho, 2 h+1}^{|s\rangle}(\sqrt{x})\right|_{x=0}=\sum_{n=\max \{0, s-h-t, t-h-s-1\}}^{s-h+t-1} H_{2 h+1}^{s}(t, n) \rho_{n+2 h+1, n} \tag{10}
\end{equation*}
$$

Similar to the even case, assume $t \geqslant s+h+1$ and denote $p=t-s-h-1$ to get

$$
\left.\frac{\partial^{p+s+h+1}}{\partial x^{p+s+h+1}} \sqrt{x} \mathrm{e}^{x} G_{\rho, 2 h+1}^{|s\rangle}(\sqrt{x})\right|_{x=0}=\sum_{n=p}^{2 s+p} H_{2 h+1}^{s}(p+s+h+1, n) \rho_{n+2 h+1, n}
$$

Let $\left(B_{n p}^{s, 2 h+1}\right)_{n, p \in \mathbb{N}}$ be the inverse of an upper-triangular matrix $\left(A_{p n}^{s, 2 h+1}\right)_{p, n \in \mathbb{N}}$ with

$$
A_{p n}^{s, 2 h+1}:=H_{2 h+1}^{s}(p+s+h+1, n), \quad n \geqslant p .
$$

Thus, we get the formula

$$
\begin{equation*}
\rho_{n+2 h+1, n}=\left.\sum_{p=0}^{\infty} B_{n p}^{s, 2 h+1} \frac{\partial^{p+s+h+1}}{\partial x^{p+s+h+1}} \sqrt{x} \mathrm{e}^{x} G_{\rho, 2 h+1}^{|s\rangle}(\sqrt{x})\right|_{x=0} \tag{11}
\end{equation*}
$$

Note that in the derivations of equations (9) and (11) we assumed that the density matrix is finite. This assumption was needed for the inversion of the infinite matrix relations. In particular, all of the series in the equations are actually reduced to finite sums. A similar requirement of finiteness has also appeared in previous works concerning state reconstruction from the $Q$-function, that is, the case $s=0[23,24]$. However, since the observable $\mathrm{E}^{|0\rangle}$ is known to be informationally complete, this requirement is a consequence of the used method rather than having some deeper significance. In fact, a reconstruction formula which is valid for any state is known for the $Q$-function (see e.g. equation (28) of [15]). We also wish to point out that from our point of view the requirement of finiteness is only a sufficient global assumption since it may happen that in some specific cases the relations can be inverted for an arbitrary state. In any case, since the state can be approximated by a finite matrix, one might expect that at least some reasonable approximation for the density matrix can be obtained without any assumptions or a priori information on the state.

In fact, these considerations suggest an idea for the practical realization of this reconstruction method. Suppose that one measures the observable $\mathrm{E}^{|s\rangle}$ for some $s$. The resulting phase space probability density can then be integrated with respect to $\theta$ over $[0,2 \pi$ ) for several different values of $r$ to obtain a sample of the quantity $G_{\rho, 0}^{|s\rangle}$. For an $N \times N$ matrix, $\mathrm{e}^{r^{2}} G_{\rho, 0}^{|s\rangle}(r)$ is known to be a polynomial of order $2 N+2 s-2$. Choosing a sufficiently large $N \in \mathbb{N}$, one can fit such a polynomial into the computed values of $\mathrm{e}^{r^{2}} G_{\rho, 0}^{|s\rangle}(r)$. The chosen value of $N$ then also fixes the size of the approximate density matrix, which then has the consequence that the inverses of only $N$ finite matrices are needed. Similarly, the quantities $G_{\rho, l}^{|s\rangle}$ are needed only for $l=0, \ldots, N-1$.

Example 1. As an illustrative example, we consider the observable $E^{[1\rangle}$ generated by the first number state $|1\rangle\langle 1|$, and the system in the Schrödinger cat state $\rho=|\varphi\rangle\langle\varphi|$, with $\varphi=\frac{1}{\sqrt{2}}(|0\rangle+\mathrm{i}|1\rangle)$. The quantities $G_{\rho, l}^{|1\rangle}$ are now easily obtained:

$$
G_{\rho, l}^{|1\rangle}(r)= \begin{cases}\frac{1}{2}\left(r^{4}-r^{2}+1\right), & \text { when } \quad l=0 \\ \frac{\mathrm{i}}{2}\left(r^{3}-r\right), & \text { when } \quad l=1 \\ 0, & \text { otherwise. }\end{cases}
$$

In view of the reconstruction formulae (9) and (11), this directly implies that we have $\rho_{n, n+l}=0$ for $l \geqslant 2$. The nonzero derivatives needed for the formulae are now
$\left.\frac{\partial}{\partial x} \mathrm{e}^{x} G_{\rho, 0}^{|1\rangle}(\sqrt{x})\right|_{x=0}=-\frac{1}{2},\left.\quad \frac{\partial^{2}}{\partial x^{2}} \mathrm{e}^{x} G_{\rho, 0}^{|1\rangle}(\sqrt{x})\right|_{x=0}=1,\left.\quad \frac{\partial^{2}}{\partial x^{2}} \sqrt{x} \mathrm{e}^{x} G_{\rho, 1}^{|1\rangle}(\sqrt{x})\right|_{x=0}=\mathrm{i}$,
so that the formulae for the nonzero matrix elements may be written simply as

$$
\rho_{n n}=-\frac{1}{2} B_{n 0}^{1,0}+B_{n 1}^{1,0} \quad \rho_{n+1, n}=\mathrm{i} B_{n 0}^{1,1}
$$

To obtain the matrix elements $B_{n p}^{1,0}$ and $B_{n p}^{1,1}$, we first calculate the matrices $\left(A_{p n}^{1,0}\right)_{p, n \in \mathbb{N}}$ and $\left(A_{p n}^{1,1}\right)_{p, n \in \mathbb{N}}$. It follows from elementary calculations that

$$
A_{p p}^{1,0}=p+1, \quad A_{p, p+1}^{1,0}=-(2 p+2), \quad A_{p, p+2}^{1,0}=p+2
$$

and $A_{p n}^{1,0}=0$ otherwise, and
$A_{p p}^{1,1}=(p+2) \sqrt{p+1}, \quad A_{p, p+1}^{1,1}=-(2 p+3) \sqrt{p+2}, \quad, \quad A_{p, p+2}^{1,1}=(p+2) \sqrt{p+3}$,
and $A_{p n}^{1,1}=0$ otherwise. In matrix form, this reads
$\left(A_{p n}^{1,0}\right)=\left(\begin{array}{ccccc}1 & -2 & 2 & 0 & \cdots \\ 0 & 2 & -4 & 3 & \cdots \\ 0 & 0 & 3 & -6 & \cdots \\ 0 & 0 & 0 & 4 & \cdots \\ \vdots & \vdots & \vdots & \vdots & \ddots\end{array}\right), \quad\left(A_{p n}^{1,1}\right)=\left(\begin{array}{ccccc}2 & -3 \sqrt{2} & 2 \sqrt{3} & 0 & \cdots \\ 0 & 3 \sqrt{2} & -5 \sqrt{3} & 6 & \cdots \\ 0 & 0 & 4 \sqrt{3} & -14 & \cdots \\ 0 & 0 & 0 & 10 & \cdots \\ \vdots & \vdots & \vdots & \vdots & \ddots .\end{array}\right)$.
The inverse matrices can now be calculated, and we obtain

$$
\left(B_{n p}^{1,0}\right)=\left(\begin{array}{ccccc}
1 & 1 & \frac{2}{3} & \frac{1}{4} & \cdots \\
0 & \frac{1}{2} & \frac{2}{3} & \frac{5}{8} & \cdots \\
0 & 0 & \frac{1}{3} & \frac{1}{2} & \cdots \\
0 & 0 & 0 & \frac{1}{4} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right), \quad\left(B_{n p}^{1,1}\right)=\left(\begin{array}{ccccc}
\frac{1}{2} & \frac{1}{2} & \frac{3}{8} & \frac{9}{40} & \cdots \\
0 & \frac{1}{3 \sqrt{2}} & \frac{5}{12 \sqrt{2}} & \frac{23}{60 \sqrt{2}} & \cdots \\
0 & 0 & \frac{1}{4 \sqrt{3}} & \frac{7}{20 \sqrt{3}} & \cdots \\
0 & 0 & 0 & \frac{1}{10} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

Inserting the proper matrix elements into the equations we find that

$$
\rho_{00}=\frac{1}{2}, \quad \rho_{10}=\overline{\rho_{01}}=\frac{\mathrm{i}}{2}, \quad \rho_{11}=\frac{1}{2}
$$

and $\rho_{m n}=0$ otherwise. Thus, the formulae do indeed give correct values for the matrix elements.
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## Appendix.

Proof of lemma 2. First note that for $n<m$ we have trivially $(A B)_{m n}=0=(B A)_{m n}$ since they involve empty sums. The case of the diagonal elements is also clear since for example $(A B)_{m m}=a_{m m} b_{m m}=1$. Suppose now that $n=m+l$, where $l>0$. Define the matrices $\tilde{A}:=\left(a_{i j}\right)_{i, j=0}^{m+l}$ and $\tilde{B}:=\left(b_{i j}\right)_{i, j=0}^{m+l}$ as finite cut-offs of the corresponding infinite matrices. Now

$$
(A B)_{m, m+l}=\sum_{k=m}^{m+l} a_{m k} b_{k, m+l}=(\tilde{A} \tilde{B})_{m, m+l},
$$

so it is sufficient to prove the claim for finite matrices. Clearly

$$
\tilde{B}=\sum_{k=0}^{m+l}(I-\tilde{A})^{k}
$$

since $(I-\tilde{A})^{k}=0$ when $k \geqslant m+l+1$. Thus,

$$
\begin{aligned}
\tilde{A} \tilde{B} & =(I-(I-\tilde{A})) \tilde{B}=\sum_{k=0}^{m+l}(I-\tilde{A})^{k}-\sum_{k=0}^{m+l-1}(I-\tilde{A})^{k+1} \\
& =\sum_{k=0}^{m+l}(I-\tilde{A})^{k}-\sum_{k=0}^{m+l}(I-\tilde{A})^{k}+I=I
\end{aligned}
$$

and hence

$$
(A B)_{m, m+l}=(\tilde{A} \tilde{B})_{m, m+l}=0
$$

for all $m \in \mathbb{N}$ and $l>0$. In a similar way one proves that $(B A)_{m, m+l}=0$ for all $m \in \mathbb{N}$, $l>0$.

Proof of corollary 1. First note that the problem again reduces to the case of finite matrices. Now $U A$ and $A U$ are upper-triangular matrices with unit diagonals, so taking suitable cut-offs of these, the claim follows from elementary calculations.

Proof of lemma 3. To prove (a), we are going to show that the matrix elements $b_{n, n+k}, n, k \in$ $\mathbb{N}$, do not depend on $n$. According to corollary 1, we have $b_{n, n+k}=\frac{1}{a_{0}} \sum_{u=0}^{\infty}\left[(I-U A)^{u}\right]_{n, n+k}$ for $k \geqslant 0$, and $b_{n s}=0$ otherwise. First note that $b_{n n}=\frac{1}{a_{0}}$ for all $n \in \mathbb{N}$. Suppose now that $k \geqslant 1$. Since in this case we have simply $U A=\frac{1}{a_{0}} A$, we get $(I-U A)_{n s}=-\frac{a_{s-n}}{a_{0}}$ for $s>n$, and $(I-U A)_{n s}=0$ otherwise. A direct calculation now gives us

$$
\begin{aligned}
{\left[(I-U A)^{u}\right]_{n, n+k} } & =\sum_{t_{1}=n+1}^{\infty} \sum_{t_{2}=t_{1}+1}^{\infty} \cdots \sum_{t_{u-1}=t_{u-2}+1}^{\infty}(I-U A)_{n t_{1}}(I-U A)_{t_{1} t_{2}} \cdots(I-U A)_{t_{u-1}, n+k} \\
& =\left(-\frac{1}{a_{0}}\right)^{u} \sum_{t_{1}=n+1}^{n+u} \sum_{t_{2}=t_{1}+1}^{t_{1}+u} \cdots \sum_{t_{u-1}=t_{u-2}+1}^{t_{u-2}+u} a_{t_{1}-n} a_{t_{2}-t_{1}} \cdots a_{n+k-t_{u-1}}
\end{aligned}
$$

for $u \geqslant 1$. After suitable changes in the summation indices, we obtain

$$
\begin{aligned}
b_{n, n+k} & =\frac{1}{a_{0}}+\sum_{u=0}^{k}\left(-\frac{1}{a_{0}}\right)^{u} \sum_{t_{1}=n+1}^{n+u} \sum_{t_{2}=t_{1}+1}^{t_{1}+u} \ldots \sum_{t_{u-1}=t_{u-2}+1}^{t_{u-2}+u} a_{t_{1}-n} a_{t_{2}-t_{1}} \cdots a_{n+k-t_{u-1}} \\
& =\frac{1}{a_{0}}+\sum_{u=0}^{k}\left(-\frac{1}{a_{0}}\right)^{u} \sum_{t_{1}=1}^{u} \sum_{t_{2}=t_{1}+1}^{t_{1}+u} \cdots \sum_{t_{u-1}=t_{u-2}+1}^{t_{u-2}+u} a_{t_{1}} a_{t_{2}-t_{1}} \cdots a_{k-t_{u-1}}
\end{aligned}
$$

which goes to show that $b_{n, n+k}$ does not depend on $n$. Consequently, the sequence $\left(b_{l}\right)_{l \in \mathbb{N}}$, $b_{l}=b_{0 l}$ is of the desired form. In addition, it is clearly unique.

To prove (b), we first deal with the case $n=0$. Consider the partial sum $S_{k}:=\sum_{s=0}^{k} b_{0 s} d_{s}$, for $k \geqslant l-1$. (Recall the assumption $l \geqslant 1$.) We put in the expression

$$
d_{s}=\sum_{n^{\prime}=0}^{\infty} a_{s n^{\prime}} c_{n^{\prime}}=\sum_{n^{\prime}=s}^{s+l} a_{s n^{\prime}} c_{n^{\prime}}=\sum_{n^{\prime}=0}^{k+l} a_{s n^{\prime}} c_{n^{\prime}}, \quad k \geqslant s
$$

to get

$$
S_{k}=\sum_{s=0}^{k} b_{0 s} \sum_{n^{\prime}=0}^{k+l} a_{s n^{\prime}} c_{n^{\prime}}=\sum_{n^{\prime}=0}^{k+l}\left(\sum_{s=0}^{k} b_{0 s} a_{s n^{\prime}}\right) c_{n^{\prime}}
$$

According to (a), the sum in parenthesis equals $\delta_{0 n^{\prime}}$, provided that the summation covers the full range of nonzero $a_{s n^{\prime}}:$ s. This happens exactly when $k \geqslant n^{\prime}$. Thus, we get

$$
\begin{aligned}
S_{k} & =c_{0}+\sum_{n^{\prime}=k+1}^{k+l}\left(\sum_{s=0}^{k} b_{0 s} a_{s n^{\prime}}\right) c_{n^{\prime}}=c_{0}+\sum_{n^{\prime}=k+1}^{k+l}\left(\sum_{s=n^{\prime}-l}^{k} b_{s} a_{n^{\prime}-s}\right) c_{n^{\prime}} \\
& =c_{0}+\sum_{n^{\prime}=1}^{l}\left(\sum_{s=n^{\prime}+k-l}^{k} b_{s} a_{n^{\prime}+k-s}\right) c_{n^{\prime}+k}=c_{0}+\sum_{n^{\prime}=1}^{l}\left(\sum_{s=n^{\prime}}^{l} b_{n^{\prime}+k-s} a_{s}\right) c_{n^{\prime}+k}
\end{aligned}
$$

where the third equality is obtained by substituting $n^{\prime} \mapsto n^{\prime}+k$ in the outer sum, and the fourth equality by substituting $s \mapsto n^{\prime}+k-s$ in the inner sum. Suppose now that the limit condition holds for $n=0$. Then

$$
0=\lim _{k \rightarrow \infty} \sum_{n^{\prime}=1}^{l}\left(\sum_{s=n^{\prime}}^{l} b_{k-s} a_{s}\right) c_{k}=\lim _{k \rightarrow \infty} \sum_{n^{\prime}=1}^{l}\left(\sum_{s=n^{\prime}}^{l} b_{n^{\prime}+k-s} a_{s}\right) c_{n^{\prime}+k}
$$

proving that $\lim _{k \rightarrow \infty} S_{k}=c_{0}$.
Now fix $n \in \mathbb{N}$ and define a translated sequence $\tilde{c}_{n^{\prime}}=c_{n^{\prime}+n}, n^{\prime} \in \mathbb{N}$, with

$$
\tilde{d}_{s}:=\sum_{n^{\prime}=0}^{\infty} a_{s n^{\prime}} \tilde{c}_{n^{\prime}}=\sum_{n^{\prime}=s}^{s+l} a_{n^{\prime}-s} c_{n+n^{\prime}}=\sum_{n^{\prime}=s+n}^{s+n+l} a_{n^{\prime}-(s+n)} c_{n^{\prime}}=d_{s+n}, \quad s \in \mathbb{N}
$$

Hence, we have the convergence

$$
c_{n}=\sum_{s=0}^{\infty} b_{n s} d_{s}=\sum_{s=n}^{\infty} b_{n s} d_{s}=\sum_{s=0}^{\infty} b_{n, s+n} d_{s+n}=\sum_{s=0}^{\infty} b_{0 s} d_{s+n}
$$

exactly when

$$
\tilde{c}_{0}=\sum_{s=0}^{\infty} b_{0 s} \tilde{d}_{s},
$$

which, according to the result just obtained, happens if and only if $\lim _{m \rightarrow \infty} a_{k} b_{m-k} \tilde{c}_{m}=0$, $k=1, \ldots, l$. But this is equivalent to the claimed limit condition, and the proof is complete.

## Remark 2.

(a) According to the proof, a necessary and sufficient condition for the convergence of the series $c_{n}=\sum_{s=0}^{\infty} b_{n s} d_{s}$ is that the remainder

$$
R_{k}^{n}:=\sum_{n^{\prime}=1}^{l} \sum_{s=n^{\prime}}^{l} b_{n^{\prime}+k-s} a_{s} c_{n^{\prime}+n+k}
$$

goes to zero in the limit $k \rightarrow \infty$. This is not equivalent to the limit condition of lemma 3 in general.
(b) The limit condition of lemma 3 cannot be relaxed. Indeed, at least in the case $l=1$, it is also necessary for the convergence of the series, if we assume $a_{1} \neq 0$. This is apparent, since the remainder term $R_{k}^{n}$ contains only one term then. Another example is given by $l=2, a_{1}=0$ and $a_{2} \neq 0$. In this case, $b_{2 s}=\left(-\frac{a_{2}}{a_{0}}\right)^{s} \frac{1}{a_{0}}$, and $b_{2 s+1}=0$.

Hence, the remainder term is $R_{k}^{n}=a_{2} b_{k-1} c_{n+k+1}$ for odd $k$, and $R_{k}^{n}=a_{2} b_{k} c_{n+k+2}$ for even $k$. Thus, the necessary and sufficient condition for the convergence for the $c_{n}$ series is $\lim _{k \rightarrow \infty} a_{2} b_{2 k} c_{2 k+n+2}=0$. This is just the same as the limit condition for all sequences $\left(c_{n}\right)_{n \in \mathbb{N}}$, since $a_{1}=0$ implies that $\lim _{k \rightarrow \infty} a_{1} b_{2 k} c_{2 k+n+1}=0$ trivially.
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